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The article deals with double-step extragradient method for solving variational inequalities.
It is reported that convergence in a finite number of steps uder the severity conditions.
To solve the variational inequality it is means that to find a vector z* € ) which satisfies
the following conditions:
(H(z%),z— 2"y >0, Vze, (1)

Where H : R* — R", ) — convex closed set, Q C R", z* € Q* — set of solutions for the
variational inequality, (2* C €.

The convergence of the two-step extragradient method for solving z* € Q* variational
inequalities (1) with monotone operator under the Lipschitz condition with a constant L > 0,

is provided by the value of the step « which satisfies the following conditions 0 < a < ﬁ [1].

Let’s consider the additional condition for continuous monotone operator H(z) which is a
condition of sharpness. It is means [2] : The condition

(H(2),z = 2(2)) 2 7llz = 2" (), Vz€Q, 2(2) = Par(2). (2)

is performed for the variational inequality, where v > 0.

More strict condition (H(z),z — 2*) > 7||z — 2*|| of sharpness, which assumes the exist the
unique solution z* € Q, that was introduced in [3]. The sharpness condition (2) for variational
inequalities (1) with potential mapping H(z) = V f(z) is a known condition of sharp minimum
f(z) = f(z"(2)) = 7|lz — 2*(2)]|, Yz € Q, for the corresponding aim for convex optimization
with convex closed set of solutions Q* C Q [4].

The convergence of the sequence {z*} for a variational inequality (1) under the condition of
sharpness is showed. The sequence {2*} is defined by the recurrence relations of the two-step
extragradient method and is converged to the solution z* € Q* of the variational inequality (1)
for the finite number of iterations.

A similar result is obtained in the one-step method extragradient [3| under the condition
of sharpness.
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