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The nearest neighbor search problem is an important task of many fields such as pattern
recognition [1], machine learning [2|, document semantic search [3].

The problem formulated as follows. Given a domain U, a metric function o : U x U — R
and a finite set X. Need to preprocess X into a data structure S, so the search of nearest
neighbor of ¢ from X can be performed with a minimal numbers of metric calculation o .

Many methods have been proposed for exact nearest neighbor search and for approximate
nearest neighbor search. The search complexity of algorithms for exact nearest neighbor search
has an exponential dependence from the number of dimensions. The cause lies in the “curse”
of dimensionality [4]. Algorithms for an approximate version of the problem are less dependent
on the number of dimensions.

In this talk we present an algorithm for approximate nearest neighbor search. We suggest
to build a data structure S as graph G(V, F) , where V = X | with a small world properties
and having an approximation of graph Delone as sub graph. The search algorithm based on a
greedy walks and has ability to boost the accuracy without rebuilding of the structure.

Computation experiments on published datasets demonstrate performance that outperforms
all existing methods.

Presented algorithms do not use the coordinate representation and do not presume the
properties of Euclidean spaces, because they are based only on comparing distances between
the objects and the query, and therefore are applicable to data from general metric (or even
non-metric) spaces.
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