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We consider the following clustering problem introduced by A. Kelmanov and
studied in a series of papers by him and his coauthors (see [1] for the references).

Problem k-Means+Fixed Center.
Instance: A set X consisting of n points Rd and a positive integer k.
Goal : Find a family of mutually disjoint subsets C1, . . . Ck ⊆ X minimizing

the function
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where z(Ci) stands for the centroid of Ci.
Problem k-Means+Fixed Center is a natural modification of the classical

k-Means problem:
Problem k-Means.
Instance: A set X consisting of n points Rd and a positive integer k.
Goal : Find a partition C1, . . . Ck of X minimizing the function

Ψ(C) =

k∑
i=1

∑
x∈Ci

‖x− z(Ci)‖2

Theorem 1. Let A be an algorithm solving k-means with approximation ratio
1 + δ and time complexity T (d, n, k, 1/δ). Then problem k-means+fixed cen-
ter can be solved with approximation ratio (1 + ε)(1 + δ) in time T (d, n(1 +
1/ε), k + 1, 1/δ).

This theorem allows to carry known algorithmic results from k-Means prob-
lem to k-Means+Fixed Center problem.
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